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ABSTRACT 
Privacy is frequently a key concern relating to technology 
and central to HCI research, yet it is notoriously difficult to 
study in a naturalistic way. In this paper we describe and 
evaluate a dictionary of privacy designed for content 
analysis, derived using prototype theory and informed by 
traditional theoretical approaches to privacy. We evaluate 
our dictionary categories alongside privacy-related 
categories from an existing content analysis tool, LIWC, 
using verbal discussions of privacy issues from a variety of 
technology and non-technology contexts. We find that our 
privacy dictionary is better able to distinguish between 
privacy and non-privacy language, and is less context-
dependent than LIWC. However, the more general LIWC 
categories are able to describe a greater amount of variation 
in our data. We discuss possible improvements to the 
privacy dictionary and note future work. 
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ACM Classification Keywords 
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General Terms 
Theory. 

INTRODUCTION 
While the use of ICTs (Information and Communication 
Technologies) is recognized to play a beneficial role in our 
lives, its increasing ubiquity has been met with some 
concern. One area that is persistently discussed in the field 
of HCI is that of privacy [16]. Users’ privacy perceptions in 
relation to technology use have become a central question 
in a variety of contexts such as location tracking in families 
[35], social network use amongst friends [17, 41] and smart 
homes for the elderly [4].  

A number of methodologies have been used to study 
privacy. Some researchers probe users to deconstruct prior 
violations [e.g. 2, 35], an approach that lends itself 

particularly well to contexts with salient privacy problems. 
While this method helps identify the source of the offence 
and also reveals participants’ judgments, its limitation is 
that it does not capture natural, moment-to-moment privacy 
practices. A second approach builds on the hypothesis that 
privacy attitudes and concerns motivate privacy-related 
behaviors [1]. Critical problems however have been noted 
regarding this approach. First, the reliability of the methods 
used to measure privacy concerns have been called into 
question. The leading items included in most attitudinal 
questionnaires bias participants’ responses [14], often 
resulting in inflated self-reports of privacy concerns that 
rarely translate to privacy protective behavior [1]. 
Moreover, when such questionnaires are used in 
experimental settings, they can prime behaviors. For 
example, one study found that participants avoided 
answering sensitive questions after completing a privacy 
concern measure [18]. These limitations have motivated 
privacy researchers to contrive methods that will capture 
nuanced, inclusive and unbiased portrayals of users’ 
concerns, needs and practices. Against this objective, 
privacy is gauged through neutral questions framed within 
its wider context [e.g. 6, 24]. Nonetheless, in the absence of 
a question that can anchor participants’ language around the 
concept of privacy, any subsequent coding and interpretive 
analyses can be highly subjective while nuanced privacy-
related language may end up being ignored in favor of more 
easily coded themes [29].  

In light of these challenges, the development of novel 
methodologies for the unbiased analysis of privacy have 
been described as critical in advancing this field [29]. 
Privacy is frequently studied using qualitative methods 
whose unit of analysis is language [e.g. 24, 2, 35]. Indeed, 
natural language is both a reflection and a mediator of 
internal states, such as personality and emotion, and social 
situations [32]; words reveal attention patterns, thoughts, 
feelings, and provide a way of understanding our social 
worlds [7, 42]. Previous research has developed and used a 
variety of automated content analysis techniques for the 
systematic measurement of language, the relevance of 
which is best understood through comparison to 
psychometric measures, whose use is established in the 
field of HCI. Whilst in these latter cases, individual 
questions are the observed items whose submission to 
statistical procedures, such as factor analysis, informs the 
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researcher about unobserved latent variables, in content 
analysis, words and phrases become the observed variables 
[22]. Some automated content analysis methods count 
occurrences of words in texts from a set of predefined 
categories (e.g. LIWC; Linguistic Inquiry and Word 
Count), while others adopt more sophisticated techniques 
from computational linguistics (e.g., Coh-Metrix) (for a 
review see [25]).  

The present paper builds on the former approach by 
contributing a new set of privacy-related categories that can 
be used with an existing, widely used content analysis 
program (LIWC; [33]). These new privacy categories 
constitute a “dictionary” as they encompass a number of 
words relevant in the semantic analysis of the privacy 
domain. The dictionary aims to assist social scientists and 
designers to study longstanding questions in this field while 
generating comparable results across a large number of 
different datasets (e.g. interviews, focus groups, open-ended 
questions) without encountering difficulties relating to 
different interpretations of coding schemes [25]. Social 
scientists aiming to bridge the gap between privacy 
attitudes and actual behavior, may want to use the linguistic 
features encapsulated by the categories in our dictionary to 
reveal subtle attitudinal and behavioral differences over 
time or across contexts as well as relate these to individual 
characteristics such as gender, personality and social class. 
Designers concerned that a new version of software pushes 
the boundaries of privacy may use the dictionary to analyze 
users’ opinions about the system in order to determine the 
precise privacy issues that users face.  

This paper is organized as follows; first, we discuss 
definitions of privacy developed for both technology and 
non-technology environments. In ensuring that the 
dictionary is applicable across contexts, we base it on a 
wide and context-inclusive definition. We go on to describe 
the step-by-step procedure we followed to construct and 
develop the privacy dictionary. To determine whether our 
new privacy categories are capturing unique aspects of 
privacy language, not tapped upon by previous tools, we 
also include in our analysis of texts existing categories from 
the LIWC dictionary. Next, we present the dataset of 
interviews and focus groups from seven privacy-sensitive 
contexts against which we evaluated the dictionary. We 
then outline the analysis and evaluation of the dictionary. 
Our main finding is that the privacy dictionary captures 
unique linguistic features in privacy language. By contrast, 
LIWC categories are found to measure general contextual 
differences, but do not reliably distinguish between privacy 
oriented and non-privacy oriented language. In the final 
section we discuss future plans for improving the reliability 
and validity of the dictionary. 

BACKGROUND 

Privacy Theories 
The privacy domain covers the entire range of human 
activity, spanning from how relationships are negotiated 
within families, to the ways we manage our transactions 

over the Internet. It is thus not surprising that theoretical 
and empirical privacy research has taken place within and 
across a wide range of disciplines. This interdisciplinary 
work has converged on a number of descriptive features: 
privacy is achieved behaviorally through actions of control 
[9, 2, 34, 3, 43], it serves a number of positive 
psychological functions [31, 45, 3, 43] and it is governed by 
social norms negotiated through our interactions with others 
[2, 34].  

At the same time, however, research has shown that 
particular privacy features gain importance in relation to the 
context under investigation. To give a few examples, whilst 
privacy entails the selective control over the physical (e.g. 
one’s sensory presence) realm, depending on the 
interactional context, it can also involve informational (e.g. 
personal information) or expressive (e.g. one’s opinions and 
values) control [9]. Whereas the static behavioral patterns 
fostered in some environments have led scholars to propose 
that privacy is achieved through the withdrawal of a person 
in a state of solitude or isolation, privacy can also follow 
from small group intimacy and when among large groups, 
from a condition of anonymity or reserve [31, 46].  

HCI researchers have explored the notion of context by 
identifying the features of privacy that become most salient 
as a result of technological affordances [2, 5, 15, 16, 28]. In 
one such analysis, Palen and Dourish [28] argue that 
participation in technology requires some degree of 
disclosure. The dialectics of privacy form a need for 
balancing what is shared and kept to oneself. The same 
authors note that technology-mediated information sharing 
is less amenable to the user’s direct control [see also 2, 16], 
while technologies reconfigure the temporal nature of 
identity by framing the present against past and future 
actions shaped, constrained or recorded by technologies 
[see also 16]. When technological and physical 
environments intersect, the meaning of context can take 
further new forms. This fusion activates new privacy 
features, bringing different sets of norms in conflict to 
ultimately shape how technology is perceived and used  
[28]. 

The discussion so far should illustrate that despite theorists’ 
agreement over some of its features, context inevitably 
determines much of the way we conceptualize and study 
privacy. The lack of a unifying theoretical account of 
privacy creates a challenge for our project: to build a 
dictionary that is sensitive to the semantics of privacy, our 
underpinning theoretical framework must encompass a 
wide and comprehensive set of privacy features. We turn to 
theories of categorization that help explain the multivariate 
nature of privacy and go on to propose a feature-based 
definition that will motivate our work.  

Prototypes and the Role of Context  
The classic approach to concept definition identifies 
sufficient and inclusive criteria (e.g. control over 
information), and any instance described by these criteria 
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will be a member of the concept [37]. However, many 
natural language categories do not share a common set of 
defining features. For example, card-games, board games 
and playing tennis bear a ‘family resemblance’ structure. 
Members characterized by more features of the family are 
better exemplars, thus making membership a matter of 
degree [47]. Prototype theory evolved from this perspective 
to propose that concepts, such as privacy, are organized 
through prototypes that represent the average member of a 
concept. When new situations are encountered, we evaluate 
their similarity against the prototype to determine whether 
they belong to the concept and whether they are good or 
poor exemplars [37]. Context, in particular, has been shown 
to shift the prototype (and its features) rendering previously 
good exemplars into poor exemplars  [19]. For instance, 
when outdoors, the word ‘games’ is more likely to be 
interpreted as ‘sports’. At a Halloween party, however, 
‘role-playing’, generally regarded to be a poor exemplar of 
games, becomes a more viable interpretation.  

Privacy researchers [45, 40] have proposed that the 
multifaceted nature of privacy can be explained through 
prototype theory. Recently, this claim was empirically 
established [45]. When a concept is organized by a 
prototype, a wide range of features are reported, none of 
which are shared across all reports [11]. In [45], 146 
participants reported an average of 6.6 features, a process 
that yielded a total of 82 privacy features. It was then 
determined whether participants could reliably rate the 
features’ importance or centrality with regards to the 
concept. Once it is shown that features of the concept vary 
in their degree of centrality, exemplars of the concept can 
be directly derived from the features [11]. Using a 9-point 
scale (9-extremely good feature, 1-extremely poor feature), 
118 participants were able to reliably rate the privacy 
features’ centrality. In a final step, 62 participants evaluated 
vignettes that contained either more central or peripheral 
features of the privacy concept. The vignettes containing 
more central privacy features were recognized as better 
exemplars.  

Privacy Linguistics 
The findings reviewed above [45] reconcile the different 
views on privacy, while the features reported by 
participants provide a solid basis for constructing the 
privacy dictionary. Four reasons motivate this approach:  

(1) From a theoretical perspective, the privacy prototype 
covers the entire gamut of psychological and 
behavioral components discussed in the literature [45]. 
Advantageously, a dictionary built on this foundation 
will not be representative of a single theoretical view. 
This means that the dictionary could be used to provide 
a fair test of theory, without the danger of influencing 
results through theory-based methods.  

(2) The privacy features used in building the dictionary 
directly address the issue of contextual influence. 
Context is explicitly woven into the features reported, 
reflecting environmental (e.g. personal space), 

informational (e.g. having control over one’s 
information) and expressive concerns (e.g. concealing 
embarrassing details).  

(3) During the analysis of qualitative data, researchers may 
use a different cognitive reference point to privacy than 
participants. This can lead researchers to overlook 
important privacy language. By including language that 
expresses both central and peripheral privacy features it 
is possible to address the danger of biased coding and 
interpretation [29]. 

(4) The finding that privacy is organized by a prototype 
that affects human perception [45] has implications to 
how language is understood; human coders use the 
network of privacy features (perceived through 
language) as a heuristic for recognizing privacy 
exemplars. An automated linguistic method built on the 
same heuristics can be faster than laborious human 
coding [see 25].  

Despite the many motivations driving a prototype approach 
to privacy linguistics, as noted earlier, content analysis 
techniques have already been developed, albeit in other 
research contexts. Using these techniques it has been 
possible to identify emotional states [12], predict deception 
[13] and detect differences in personalities [27], to give just 
a few examples.  A widely-used tool has been the LIWC 
dictionary that contains 2,300 words and word stems in 74 
categories, ranging from basic descriptives of the text (e.g. 
word count) and grammatical categories (e.g. articles and 
pronouns), through cognitive and affective words (e.g. 
“Psychological Constructs”), to words describing time, 
space and motion (e.g. “Relativity”), to more topic related 
categories referring to people, leisure activities, and 
physical and metaphysical concerns (e.g. “Personal 
Concerns”). Alongside, the custom privacy categories we 
created (described below), we also apply these established 
methods to compare with our own approach.  

To summarize our objectives, this research sets out to 
understand whether new categories based on the privacy 
prototype or existing linguistic categories from the LIWC 
dictionary, reveal specific characteristics within privacy 
language. This is achieved by comparing privacy to non-
privacy language. To determine how stable these categories 
are across different contexts, our analysis also focuses on 
the interactions between privacy language and context. The 
next section describes the procedure used to construct the 
dictionary from the 82 privacy features. It then details the 
choice of existing LIWC dictionaries used.   

DICTIONARIES 

Privacy Dictionary Construction 
The privacy dictionary is developed for use with the 2001 
version of the LIWC software, since this is the most widely 
used dictionary for content analysis [25]. To construct the 
dictionary, iterative techniques, similar to those applied in 
the development of the LIWC dictionaries, were used [33]. 
After collecting a panel of relevant words, groups of judges 
decided whether they should be included in or excluded 
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from the dictionary, and how they should be grouped into 
categories.  

A first version of the privacy dictionary was developed on 
the basis of the prototype feature list discussed earlier [45]. 
This list included phrases or words generated by 146 
participants. Features that were phrases were reduced to 
single words if possible so as to ensure maximal 
compatibility with the LIWC software [33]. For example, 
“having control over one’s information” was broken down 
into two linguistic units: control and information. Several 
features had to be omitted, as they were not reducible to 
single words (e.g. “keeping to oneself”). This process 
yielded a total of 72 unique words. These revised prototype 
words were then used as “seed words” over several 
iterations to generate additional synonyms and antonyms 
using traditional and computational semantic dictionaries 
and thesauri. In a first step, two judges evaluated the 
consistency of the additional synonyms and antonyms with 
the original words, with consensus between judges 
determining a word’s inclusion or exclusion. This resulted 
in the selection of 573 dictionary words.  

In a second step, ‘key word in context’ analysis (KWIC) 
was conducted on the dictionary words on a sample of data 
(see dataset section). The output of this analysis provided 
contextual information of the occurrence of the dictionary 
words. This step was necessary to ensure that the reduction 
of multi-word prototype features to single words did not 
capture unintended meanings from those originally 
envisaged by the judges in Stage 1. Words regarded as 
inconsistent with the original intended meanings were 
excluded. For example, the word company was intended to 
capture the state of “having or not having company”, but 
instead the analysis of the context in which this word was 
used revealed that it was more frequently used to refer to a 
business organization, and, therefore, it was removed from 

the privacy dictionary. This process led to 185 words being 
excluded. 

The final stage in the dictionary development was to 
construct theoretically sound categories of semantically 
similar words, which would form the basis of the output of 
the analyses carried out using the privacy dictionary. This is 
necessary to enable the measurement of consistent and 
reliable categories that can provide theoretically meaningful 
results. Two judges, one familiar with privacy theory and 
the other with linguistics and content analysis, worked 
together on this task. The eight high-level categories 
presented in Table 1, are the result of discussion and 
unilateral consensus between these two researchers.  

Linguistic Inquiry and Word Count 
As noted earlier, the LIWC dictionary contains a large 
number of semantic categories with possible relevance to 
privacy research. Therefore, rather than building new 
categories from scratch which have substantial overlap with 
the standard LIWC categories, we adopted 16 of the LIWC 
categories, which corresponded to the following prototype 
features: ‘Sexual life’ (Sexual category), ‘Body’ (Body, 
Groom categories), ‘With people you feel close to’ (Family, 
Friends categories), ‘Personal space’ (Space category), 
‘Financial information’ (Money category), ‘Concealing 
one’s emotions’ (Positive Emotions, Negative Emotions 
categories), ‘Personal’ (Religion category), ‘Involves a 
group of people and no one else’ (I, you, we, other, Other 
References categories), ‘At home’ (Home category). 
DATASET 
In this section we detail the methodology applied to collect 
a dataset of one-to-one interviews and focus groups against 
which we evaluated the dictionary. We chose seven offline 
and online contexts that previous research suggests are 
sensitive to privacy issues. These were: (1) criminal 
offences and imprisonment [26, 30] (2) children and the 
Internet [23]; (3) financial exclusion; [21] (4) sexuality and 

Table 1: Summary of category groupings. 

Category name 
(number of words) 

Description Example dictionary words  

NegativePrivacy (77) antecedents and consequences of negative privacy experiences judgmental, troubled, interfere 

Restriction (91) restrictive and regulatory behaviors for maintaining privacy conceal, lock, exclude 

NormsRequisites (38) norms, beliefs and expectations in relation to achieving 
privacy 

consent, respect, discrete 

OutcomeState (52) behavioral states and the outcomes that are served through 
privacy 

freedom, separation, alone 

OpenVisible (71) open and public access to people post, display, accessible 

PrivateSecret (20) the ‘content’ of privacy, i.e., what is considered private secret, intimate, data 

Intimacy (14) small group privacy marked by group inclusion and intimacy accept, belong, intimacy 

SafetyProtect (25) feeling safe and protecting or guarding oneself guard, protect, safe 
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self-harm [36]; (5) sharing in social network sites [17, 41]; 
(6) experiences of elderly people with medical care and 
dying [8, 44]; (7) health experiences within medical 
practices [10, 15]. We then searched through the UK Data 
Archive (hosted on the ESDS site: www.esds.ac.uk) or 
contacted researchers who had worked on these topics to 
identify previously collected datasets. The aim was to find 
qualitative data rich in privacy content, which had been 
generated by asking questions unrelated to privacy, in order 
to avoid methodological problems of priming in the 
responses. Table 2 presents more details of the datasets 
included in our study. The data included fully abided with 
participants’ informed consent and the institutions’ ethics 
approval procedures. 

A team of five researchers who were knowledgeable in 
privacy theory selected appropriate transcripts using the 
following procedure. Two researchers worked on each 
context. The first surveyed the entire panel of transcripts 
made available in order to identify a maximum of five 
transcripts per context that involved a diversity of privacy-
related issues. Focusing on one transcript at a time, the 
same assistant identified areas in the text where participants 
expressed privacy-related issues. These segments were 
examined by the second assistant who raised any 
disagreements concerning the inclusion of a given privacy 
text. Disagreements between coders were resolved through 

discussion and only privacy texts that yielded bilateral 
agreement were included. Table 2 summarizes the dataset, 
which comprised 273,136 words, out of which 62,625 were 
coded as belonging to the privacy condition and 210,511 to 
the non-privacy condition. 

RESULTS 

Privacy dictionary 
A series of three-way (Privacy, Context, Speaker) 
Restricted Maximum Likelihood (REML) mixed effect 
models were calculated with the privacy dictionary 
categories as dependent variables. This method was used 
since it is well suited to data consisting of repeated 
measures. Privacy had two levels (Privacy/Non-Privacy): 
The Privacy condition included utterances assessed by 
dataset coders to express privacy issues. The Non-privacy 
condition contained all other language captured during each 
interview (see dataset section). Context comprised of seven 
levels, one for each context in the data panel (CRI, CHI, 
FIN, CUL, SNS, QOL, HEA). To control for the 
functionally different conversational role of interviewers 
and interviewees, a third independent variable, Speaker, 
was coded with two levels (Interviewer/Interviewee); we do 
not consider these speaker results in detail in the current 
paper. Since this is a repeated measures analysis, each 
speaker identifier (SpeakerID) was included as a random 

Table 2: Summary of dataset. 

Project title Name Available participant 
demographics Data source Method Total words 

(privacy) 
Co-operation or Contest? 
Inter-Agency 
Relationships in Police 
Custody Areas [39] 

CRI 5 detainees (4 male) in two police 
custody areas (Age range: 21-27) 

UK Data 
Archive 

Interviews 22,904 
(3,509) 

United Kingdom 
Children  
Go Online [23] 

CHI 
20 (6 male) secondary school and 
sixth form students (Age range: 13-
17) 

UK Data 
Archive 

Focus 
groups 

35,994 
(8,638) 

Delivering Financial 
Services in the Home 
[20] 

FIN 3 managers in door-to-door financial 
services firms 

UK Data 
Archive 

Interviews 18,188 
(3,552) 

Cultural Context of 
Youth Suicide: Identity, 
Gender and Sexuality 
[36] 

CUL 
5 (2 male) school or college students 
or in unemployment (Age range: 16-
19) 

UK Data 
Archive 

Interviews 28,471 
(8,455) 

Social Network Sites and 
Identity [6] SNS 5 (2 male) undergraduate and 

graduate students (Age range: 21-40) 

With permission 
from primary 
investigator  

Interviews 30,373 
(12,066) 

Technology and Natural 
Death: a Study of Older 
People [38] 

QOL 
9 (5 male) participants over 65 living 
in deprived/mid-deprived areas (Age 
range: 65-84) 

UK Data 
Archive 

Focus 
groups and 
interviews 

62,477 
(14,156) 

Health and Experiences 
with Illness 

HEA 6 participants (4 Male) with diverse 
health and illness experiences (Age 
range: 22-66) 

With permission 
from Health 
Experiences 
Research Group 
(University of 
Oxford) 

Interviews 74,729 
(12,249) 
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effect in the model. Table 3 displays the mean differences 
across conditions for the eight privacy categories.  

R2 values show that the model explained the following 
variance for each linguistic category: NormsRequisites 
(0.49), NegativePrivacy (0.35), PrivateSecret (0.19), 
OutcomeState  (0.16), SafetyProtect (0.16), Restriction 
(0.10), Intimacy (0.02), OpenVisible (-0.06). The categories 
Intimacy and OpenVisible explained little variance within 
this dataset; indeed the negative R2 found for OpenVisible 
indicates that the fit curve of this model explains less 
variance in the data than a straight line placed at the mean. 
We thus retain only the remaining six categories in the 
subsequent analyses and revisit the two excluded categories 
in the discussion. 

Words belonging to six linguistic categories of the privacy 
dictionary were used significantly more frequently in the 
Privacy than the Non-privacy condition: PrivateSecret, 
NegativePrivacy, NormsRequisites, OutcomeState, 
Restriction and SafetyProtect. This indicates that our 
privacy dictionary categories captured differences between 
privacy and non-privacy language.  

Turning now to the role of Context: For the 
NormsRequisites category, we note a significant interaction 
between Privacy and Context. Tukey post-hoc tests 
revealed that when talking about privacy issues, participants 

in the QOL condition used more words from the 
NormsRequisites category compared to the Privacy 
condition of four other contexts (CHI, FIN, CUL and SNS). 
We also note a main effect of Context on NormsRequisites, 
with Tukey post-hoc tests showing a similar pattern of 
Context more generally: NormsRequisites category words 
were used significantly more in the QOL context than in 
CHI, FIN, CUL and SNS contexts. Taken together, the 
interaction and main effect for NormsRequisites 
demonstrate that the QOL context had an influence over 
participants’ general language, an effect that was stronger 
when they spoke about privacy specifically. We therefore 
note that the category NormsRequisites is to some extent 
sensitive to contextual issues. Table 4 reports the main 
effects for Privacy, Context and Privacy*Context 
interactions. We note that findings relating to Speaker are 
not presented in detail here, but instead are left to future 
work1. 

LIWC dictionary 
A second set of three-way REML mixed effect models were 
calculated, this time with the 16 LIWC categories, deemed 

                                                             
1 There are Speaker main effects and a Speaker * Privacy 
interaction for NormsRequisites (and Speaker * Context 
interactions for NegativePrivacy, NormsRequisites, and 
Restriction). 

Table 3: Mean usage of Privacy categories and LIWC categories. 
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relevant to privacy, entered as dependent variables. Again, 
SpeakerID was included as a random effect in each model. 
The 16 LIWC categories explained a larger amount of 
variance as shown by the R2 reported below. Thus, all 
variables were retained: I (0.96), Money (0.94), You (0.94), 
Sexual (0.92), Other (0.88), Friends (0.86), Other 
references (0.85), We (0.81), Body (0.79), Family (0.74), 
Religion (0.72), Positive emotions (0.69), Negative 
emotions (0.54), Home (0.47), Space (0.33), and Groom 
(0.22). Table 3 displays the mean differences across 
conditions for the 16 LIWC categories.  

We found main effects of Privacy to be significant for 
Other, Other references, and You which were used more 
frequently in the Privacy than the Non-privacy condition. 
By contrast, words belonging to Money, Religion and We 
categories were used more frequently in the Non-privacy 

than the Privacy condition. Thus, from a total of 16 
categories, six revealed differences between privacy and 
non-privacy language, three of which identified patterns 
specific to non-privacy discussions. 

Findings relevant to Context are the interaction of Privacy 
and Context for Money, I, Home, Family, and You 
categories. Main effects were found for 12 of the 16 LIWC 
variables with the following not showing a main effect of 
context: Posemo, Other references, Space, and Groom. 
Given the complex relationships between these linguistic 
categories and the different contexts (and interactions with 
Privacy for Money, I, Home, Family, and You), we do not 
describe these in detail. Significant differences revealed by 
Tukey post-hoc tests are found in Table 4 along with the 
main effects for Privacy, Context and Privacy*Context 

Table 4: Main effects and interactions.  

 
Note: Statistical significance indicated as follows: *=p<.05, **=p<.01, **=p<.001, ****=p<.0001. 
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interactions2. These findings suggest that despite their 
relevance to privacy, these categories are more sensitive to 
measuring general contextual features that frame privacy 
than discriminate specific privacy language. This 
apparently ubiquitous usage of many LIWC categories is 
further demonstrated by the significant findings relating to 
speaker role, which we do not report in any further detail. 

DISCUSSION 
This research developed and evaluated a privacy dictionary 
whose objective is to assist researchers in conducting 
automated content analysis of texts and transcripts, 
providing a valuable addition to the arsenal of tools 
available for the study of privacy. The integrative 
theoretical approach used to build the dictionary can help 
reduce bias introduced by theory-based methods. It can also 
provide a shared and common platform that allows 
meaningful comparisons of cross sectional data. In practical 
terms, it can precede qualitative thematic coding by pre-
identifying language of interest that would otherwise 
require laborious coding [25].  

The dictionary offers new prospects for future theoretical 
development. The categories can be used to track privacy 
perceptions over time and changing conditions; for 
instance, users’ privacy perceptions before and after the 
introduction of mandatory and possibly threatening 
technologies can be measured through language. 
Furthermore, some contexts are governed by strong privacy 
norms, an aspect the privacy dictionary is able to capture, 
raising stakeholder awareness to prevent privacy threats 
from escalating into violations. The dictionary can also 
drive the development of new measures. The cumulative 
use of dictionary words can serve as a general privacy 
metric while analyses at the individual word level can 
inform the development of new psychometric measures by 
identifying context-specific privacy behaviors, to give one 
example. A further question of interest for the field of HCI 
is whether technology users are cognizant of the dangers 
raised by technologists [e.g. 16, 28]. People’s language 
across comparable technological and non-technological 
privacy-sensitive contexts may assist in answering this 
question. 

To summarize our findings, of the six privacy categories 
that were retained for analysis, the variance explained by 
privacy versus non-privacy language and context ranged 
from between 10 and 49 percent. Out of these six 
categories, all exposed context-independent linguistic 
patterns in privacy language when compared to non-privacy 
language. These categories are: NegativePrivacy, 
NormsRequisites, OutcomeState, SafetyProtect, Restriction 
and PrivateSecrets. By contrast, the privacy-related LIWC 
categories included in our analysis explained more variance 
overall but showed a stronger relationship to context than to 

                                                             
2 Speaker main effects for I, We, You, Other, Posemo, 
Negemo, Othref, Family; Speaker * Context interactions 
effects for I, We, You, Other references, Family, Money. 

privacy. Thus, the greater explanatory power of these 
categories comes from their relative frequency and 
consistent use in language. 

The privacy categories forming the output of our analysis 
found that participants within the Privacy condition 
described more negative privacy experiences, such as, 
feeling intruded upon, embarrassed, threatened, 
(NegativePrivacy category); they made references to the 
norms and expectations of privacy, e.g., discretion, respect 
(NormsRequisites category) and used language that 
expressed the realms that privacy protects e.g., data, secrets 
(PrivateSecret category). Participants detailed concerns 
about safety and protection e.g., security, safeguard 
(SafetyProtect category), as well as discussed the various 
behavioral states through which they achieve privacy and 
its outcomes e.g., alone, quiet (OutcomeState category) or 
the behaviors applied to manage privacy e.g., control, hide 
(Restriction category). 

In the LIWC analysis, with the exception of just a few 
variables, the majority of categories occurred more 
frequently between contexts, irrespective of whether 
participants were talking about privacy. Thus, although 
these categories were considered by us to be directly 
relevant to privacy, they appear more suitable for capturing 
general contextual differences. The three categories that 
captured patterns in privacy language showed that when 
talking about privacy, people made more references to 
others and third-person pronouns. These categories reflect 
the relational and social nature of this construct [34, 28]. 
However, in answering more specific theoretical questions 
about privacy, the applicability of these categories seems to 
be limited. Thus, the remainder of the discussion explores 
in more detail the privacy dictionary. We consider why 
some of the categories explained little variance, and discuss 
ways for the future development and validation of the 
dictionary. 

Despite the possible concern that the category SafetyProtect 
represents a narrow and specific component of privacy 
(containing only 25 dictionary words), it was nevertheless 
used relatively frequently in privacy related discourse. A 
small number of dictionary words in a category may not 
necessarily be an issue (e.g., in the case of SafetyProtect). 
Indeed, the relatively low frequency of words within the 
privacy dictionary categories did not impair its function in 
general. Nonetheless, in the development of the LIWC 
dictionary categories, that also formed the basis of our 
approach, safeguards were taken to ensure that words 
within categories achieved an acceptable frequency of 
usage (in that case 0.005%). Given the very specialized 
nature of the words within the privacy categories, we have 
to be more sympathetic to less-frequently occurring words. 
One particular problem of using low-frequency words 
however is that of sparse data which is more likely to lead 
to skewed distributions. Although this is to be expected, 
given that content analysis categories both in the privacy 
dictionary and LIWC often deal with words in the ‘long 
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tail’ (i.e. those words which form the vast majority of 
language, but which are used very infrequently), this was a 
particular problem for OpenVisible and Intimacy categories. 
In both cases, examination of the distribution of these 
categories revealed data sparsity.  

Future Work 
In future dictionary iterations, the issue of data sparsity due 
to the inclusion of low frequency items in dictionary 
categories must be balanced against the requirement to 
capture a narrow and focused portrayal of privacy. Whilst 
the inclusion of a greater number of conceptually related 
words may improve the reliability and power of dictionary 
categories, further work will also need to test the validity of 
the privacy dictionary categories. Therefore, we propose 
further internal and external evaluation of the privacy 
dictionary. For example, internal validity can be improved 
by combining information from psychometric measures of 
privacy and multidimensional semantic space measures 
from computational linguistics [32, 25]. We also expect to 
use a much larger privacy dataset collected from a greater 
variety of contexts and situations, for example, a more 
inclusive dataset that explicitly recruits group privacy 
contexts (e.g. online support communities). Finally, the 
explanatory power of our dictionary could also be improved 
(based upon e.g., n-grams and probabilistic information) 
through the inclusion of basic contextual rules enabled in 
more recent versions of the LIWC software, which could 
aid word-sense disambiguation and more accurate 
classification of words within dictionary categories. 

SUPPLEMENTARY MATERIAL  
The dictionary is available under the Creative Commons 
license and can be obtained through correspondence with 
Asimina Vasalou (minav@luminainteractive.com). 
Information about the dictionary development can be found 
at www.privacydictionary.info. 
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